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ABSTRACT 

The system is based on giving visual commands to the computer without touching the keyboard or mouse. In 

this project, we have put together a simple laser gesture recognition application and used it to control 

Windows Media Player and PowerPoint slides. This is far more comfortable than using a remote control 

because you don't have to look for the correct buttons in the dark.You just need to make laser gestures 

anywhere on the cameras field of view. 

Keyword— Laser, Spot Detection, Recognition, Gesture Recognition, Application commands, Laser Spot 

Detection. 

 

I. INTRODUCTION 

 

An alternative computer control method based 

upon a standard laser pointer and LCD projector, 

used to control applications and recognize specific 

contextual gestures at a significant stand-off 

distance. The laser pointer is being used as a 

traditional mouse for controlling the media player 

remotely. The webcam detects the gestures of laser 

pointer such as left, right, top and bottom. Its 

working is simple. The program searches for the 

brightest pixel in the camera's field of view. After 

it detects the brightest pixel, it will track the further 

motion of pointer and perform the action. 

 

 

II. COMPUTER APPLICATIONS 

 

The application detects the laser spot pointed at 

the projector’s projection and then to recognize the 

movement of the laser pointer so as to analyze the 

gesture performed using the laser pointer through a 

camera (laptop’s embedded webcam) and as per 

the gesture analyzed, the system will perform the 

assigned task associated with the gesture. 

 

A. Power point presentations 

 

Group meetings and other non-desk situations 

require that people be able to interact at a distance 

from a display surface. This project describes a 

technique using a laser pointer and a camera to 
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accomplish just such interactions. Calibration 

techniques are given to synchronize the display and 

camera coordinates. It will be easy for the user to use 

the gesture. User will just have to use his/her laser 

pointer to give commands to the computer 

 

B. Windows Media Player 

 

Listening to music, but changing tracks is a real 

pain since you have to reach for the keyboard 

every time you feel like changing a song. So, we  

 

 
Fig 1: Block diagram 

 

thought that it would be great if we could 

somehow give visual “gesture” commands to our 

machines and control Windows Media Player 

without having to touch the keyboard. 

 

III. WORKING PRINCIPLE 

 

The application accesses the laptop’s integrated 

camera or a separate camera to continuously 

capture images of the projector screen. This is a 

continuous process i.e. the application keeps on 

capturing the images after a certain fixed interval 

of time from the time it is started up to the time it 

is stopped. These captured images would be 

processed in the next function. There are two 

major parts of this system (1) Laser Spot 

Detection. The laser spot which is projected on the 

screen needs to be detected. (2) Gesture 

Recognition The gesture performed by moving the 

laser needs to identified and appropriate action 

needs to be performed. 

 

A. Laser detection 

 

The laser spot detection is about finding out the 

HSV (Hue- Saturation Value) levels of the RGB 

image frame captured by the camera, converting 

the image into binary format (0 black, 1 white) and 

identifying the laser spot. (White pixel).The color 

of laser always shows a characteristic value in Hue 

and Saturation range which is from 0 to 255. It 

uses a threshold values to compare each pixel and 

if the pixels are in range of laser characteristic the 

pixel value is set to 1 or else 0 for binary 

conversion. (Later this binary image is processed to 

get the exact pixel point). For a typical red laser, 

the threshold value for hue ranges between 0 & 5 

and saturation value ranges between 235 & 255. 

 

The R, G, B values are divided by 255 to 

change the range from 0...255 to 0.1: 

 

R' = R/255; G' = G/255; B' = B/255 

Cmax =max(R', G', B'); Cmin = min(R', G', B')  

Δ = Cmax – Cmin 
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Saturation = 0 if Cmax=0 OR 1- [Cmin/Cmax] if 

Cmax <> 0 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1: Laser Detection 
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One of the most common approaches is to 

compare the current frame with the previous one. 

It's useful in video compression when you need to 

estimate changes and to write only the changes, not 

the whole frame. But it is not the best one for 

motion detection applications. Assume that we have 

an original 24 bpp RGB image called current frame 

(image), a gray scale copy of it (current Frame) and 

previous video frame also gray scaled (background 

Frame). First of all, let's find the regions where 

these two frames are differing a bit. 

 

 For the purpose we can use Difference and 

Threshold filters. 

 

1. Create filter 

2. Set background frame as an overlay for 

difference filter 

3. Apply the filters 

 

On this step we'll get an image with white pixels 

on the place where the current frame is different 

from the previous frame on the specified threshold 

value. It's already possible to count the pixels, and if 

the amount of it will be greater than a predefined 

alarm level we can signal about a motion event. 

But most cameras produce a noisy image, so we'll 

get motion in such places, where there is no 

motion at all. To remove random noisy pixels, we 

can use an Erosion filter, for example. So, mostly 

only the regions where the actual motion was are 

resulted. 

 

1. Create erosion filter 

2. Apply the filter on the image where the current 

frame is different from previous frame. 

 

The simplest motion detector is ready! We can 

highlight the motion regions if needed. 

 

1. Extract the red channel from the original image. 

2. Merge the red channel with motion region. 

3. Replace the red channel in the original image 

 

The disadvantage of the approach is that if the 

object is moving smoothly we'll receive small 

changes from frame to frame. So, it's impossible to 

get the whole moving object. Things become 

worse, when the object is moving so slowly, when 

the algorithms will not give any result at all. 

 

There is another approach. It's possible to 

compare the current frame not with the previous one 

but with the first frame in the video sequence. So, 

if there were no objects in the initial object 

independently of its motion speed. 

 

But, the approach has a big disadvantage - what 

will happen, if there was, for example, a car on the 

first frame, but then it is gone? Yes, we'll always 

have motion detected on the place, where the car 

was. Of course, we can renew the initial frame 
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sometimes, but still it will not give us good results 

in the cases where we cannot guarantee that the 

first frame will contain only static background. 

But, there can be an inverse situation. If I'll put a 

picture on the wall in the room? I'll get motion 

detected until the initial frame will be renewed. 

 

The most efficient algorithms are based on 

building the so called background of the scene 

and comparing each current frame with the 

background. There are many approaches to build 

the scene, but most of them are too complex. 

We’ll describe here the approach for building the 

background. It's rather simple and can be realized 

very quickly. 

 

As in the previous case, let's assume that we 

have an original 24 bpp RGB image called current 

frame (image), a gray scale copy of it (current 

Frame) and a background frame also gray scaled 

(background Frame). At the beginning, we get the 

first frame of the video sequence as the 

background frame. And then we'll always 

compare the current frame with the background 

one. But it will give the result is described above, 

which we obviously don't want very much. 

 

The approach is to "move" the background frame 

to the current frame on the specified amount (used 1 

level per frame). We move the background frame 

slightly in the direction of the current frame - we 

are changing colors of pixels in the background 

frame by one level per frame. 

 

1. Create filter. 

2. Move background towards current frame. 

3. Dispose old background. 

 

And now, we can use the same approach we've 

used above. 

 

1. Create processing filters sequence. 

2. Apply the filter. 

3. Extract the red channel from the original image. 

4. Merge the red channel with moving object 

borders. 

5. Replace the red channel in the original image. 

 

There is another approach based on the idea. As in 

the previous cases, we have an original frame and a 

gray scaled version of it and of the background 

frame. But let's apply Pixelate filter to the current 

frame and to the background before further 

processing. So, we have pixelated versions of the 

current and background frames. Now, we need to 

move the background frame towards the current 

frame as we were doing before. The next change is 

only the main processing step: 

 

1. Create pixelate filter. 

2. Apply the filter to image. 

3. Create processing filter sequence. 

4. Apply the filter. 
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So, we have pixelated versions of the current and 

background frames. Now, we need to move the 

background frame towards the current frame as we 

were doing before. The next change is only the main 

processing step: 

 

1. Calculate white pixels. 

2. Lock the difference image. 

3. Unlock the image. 

 

B. Gesture Recognition 

 

After it finds the pixel, it analyzes how much that 

point moved along the x and y axes. Based on these 

parameters, the application tries to recognize the 

movement. For example, if the laser dot's 

movement along the x-axis is much more than its 

movement along the y-axis, the application will 

determine that it was more or less a horizontal 

movement. Then, based on the initial and final 

position of the laser dot, it will determine if the 

movement was towards the left or towards the right. 

It uses a similar technique to detect upward, 

downward, and diagonal movements. 

 

 

Fig 2: Gesture recognition 

 

IV. ADVANTAGES 

 

It will be easy for the user to use the gesture. 

User will just have to use his/her laser pointer to 

give commands to the computer (User Friendly). 

The technology also has the potential to change 

the way users interact with computers by 

eliminating input devices such as mice and 

keyboards and allowing the unencumbered body to 

give signals to the computer through gestures such 

as pointing laser. Unlike haptic interfaces, here the 

only thing you need is a laser pointer to give your 

commands. The gestures of the laser are read by a 

web camera which is readily available nowadays 

with the computer instead of some sensors to be 

attached to the computer. 
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VI. CONCLUSION 

 

The proposed laser gesture recognition system 

will control the above mentioned applications i.e. 

Windows Media Player and Microsoft PowerPoint 

for a few gestures which are left to right, right 

to left, top to bottom, bottom to top, for 

performing certain operations. This will be a better 

alternative to other controlling devices such as a 

mouse or a keyboard or a remote control which 

cannot be feasibly used during dark. Also, many 

more applications with many other gestures can be 

introduced after the successful implementation of 

the project. 
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